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Preface to the Second
Edition

Since the first edition, roughly 12 years ago, much has changed in the field
of data analysis. The volume and variety of data being collected continues
to increase, as has the rate (velocity) at which it is being collected and used
to make decisions. Indeed, the term Big Data has been used to refer to the
massive and diverse data sets now available. In addition, the term data science
has been coined to describe an emerging area that applies tools and techniques
from various fields, such as data mining, machine learning, statistics, and many
others, to extract actionable insights from data, often big data.

The growth in data has created numerous opportunities for all areas of data
analysis. The most dramatic developments have been in the area of predictive
modeling, across a wide range of application domains. For instance, recent
advances in neural networks, known as deep learning, have shown impressive
results in a number of challenging areas, such as image classification, speech
recognition, as well as text categorization and understanding. While not as
dramatic, other areas, e.g., clustering, association analysis, and anomaly de-
tection have also continued to advance. This new edition is in response to
those advances.

Overview As with the first edition, the second edition of the book provides
a comprehensive introduction to data mining and is designed to be accessi-
ble and useful to students, instructors, researchers, and professionals. Areas
covered include data preprocessing, predictive modeling, association analysis,
cluster analysis, anomaly detection, and avoiding false discoveries. The goal is
to present fundamental concepts and algorithms for each topic, thus providing
the reader with the necessary background for the application of data mining
to real problems. As before, classification, association analysis and cluster
analysis, are each covered in a pair of chapters. The introductory chapter
covers basic concepts, representative algorithms, and evaluation techniques,
while the more following chapter discusses advanced concepts and algorithms.
As before, our objective is to provide the reader with a sound understanding of
the foundations of data mining, while still covering many important advanced
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topics. Because of this approach, the book is useful both as a learning tool
and as a reference.

To help readers better understand the concepts that have been presented,
we provide an extensive set of examples, figures, and exercises. The solutions
to the original exercises, which are already circulating on the web, will be
made public. The exercises are mostly unchanged from the last edition, with
the exception of new exercises in the chapter on avoiding false discoveries. New
exercises for the other chapters and their solutions will be available to instruc-
tors via the web. Bibliographic notes are included at the end of each chapter
for readers who are interested in more advanced topics, historically important
papers, and recent trends. These have also been significantly updated. The
book also contains a comprehensive subject and author index.

What is New in the Second Edition? Some of the most significant im-
provements in the text have been in the two chapters on classification. The in-
troductory chapter uses the decision tree classifier for illustration, but the dis-
cussion on many topics—those that apply across all classification approaches—
has been greatly expanded and clarified, including topics such as overfitting,
underfitting, the impact of training size, model complexity, model selection,
and common pitfalls in model evaluation. Almost every section of the advanced
classification chapter has been significantly updated. The material on Bayesian
networks, support vector machines, and artificial neural networks has been
significantly expanded. We have added a separate section on deep networks to
address the current developments in this area. The discussion of evaluation,
which occurs in the section on imbalanced classes, has also been updated and
improved.

The changes in association analysis are more localized. We have completely
reworked the section on the evaluation of association patterns (introductory
chapter), as well as the sections on sequence and graph mining (advanced chap-
ter). Changes to cluster analysis are also localized. The introductory chapter
added the K-means initialization technique and an updated the discussion of
cluster evaluation. The advanced clustering chapter adds a new section on
spectral graph clustering. Anomaly detection has been greatly revised and ex-
panded. Existing approaches—statistical, nearest neighbor/density-based, and
clustering based—have been retained and updated, while new approaches have
been added: reconstruction-based, one-class classification, and information-
theoretic. The reconstruction-based approach is illustrated using autoencoder
networks that are part of the deep learning paradigm. The data chapter has
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been updated to include discussions of mutual information and kernel-based
techniques.

The last chapter, which discusses how to avoid false discoveries and pro-
duce valid results, is completely new, and is novel among other contemporary
textbooks on data mining. It supplements the discussions in the other chapters
with a discussion of the statistical concepts (statistical significance, p-values,
false discovery rate, permutation testing, etc.) relevant to avoiding spurious
results, and then illustrates these concepts in the context of data mining
techniques. This chapter addresses the increasing concern over the validity and
reproducibility of results obtained from data analysis. The addition of this last
chapter is a recognition of the importance of this topic and an acknowledgment
that a deeper understanding of this area is needed for those analyzing data.

The data exploration chapter has been deleted, as have the appendices,
from the print edition of the book, but will remain available on the web. A
new appendix provides a brief discussion of scalability in the context of big
data.

To the Instructor As a textbook, this book is suitable for a wide range
of students at the advanced undergraduate or graduate level. Since students
come to this subject with diverse backgrounds that may not include extensive
knowledge of statistics or databases, our book requires minimal prerequisites.
No database knowledge is needed, and we assume only a modest background
in statistics or mathematics, although such a background will make for easier
going in some sections. As before, the book, and more specifically, the chapters
covering major data mining topics, are designed to be as self-contained as
possible. Thus, the order in which topics can be covered is quite flexible. The
core material is covered in chapters 2 (data), 3 (classification), 4 (association
analysis), 5 (clustering), and 9 (anomaly detection). We recommend at least
a cursory coverage of Chapter 10 (Avoiding False Discoveries) to instill in
students some caution when interpreting the results of their data analysis.
Although the introductory data chapter (2) should be covered first, the basic
classification (3), association analysis (4), and clustering chapters (5), can be
covered in any order. Because of the relationship of anomaly detection (9) to
classification (3) and clustering (5), these chapters should precede Chapter 9.
Various topics can be selected from the advanced classification, association
analysis, and clustering chapters (6, 7, and 8, respectively) to fit the schedule
and interests of the instructor and students. We also advise that the lectures
be augmented by projects or practical exercises in data mining. Although they
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are time consuming, such hands-on assignments greatly enhance the value of
the course.

Support Materials Support materials available to all readers of this book
are available on the book’s website.

• PowerPoint lecture slides
• Suggestions for student projects
• Data mining resources, such as algorithms and data sets
• Online tutorials that give step-by-step examples for selected data mining

techniques described in the book using actual data sets and data analysis
software

Additional support materials, including solutions to exercises, are available
only to instructors adopting this textbook for classroom use.
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1

Introduction

Rapid advances in data collection and storage technology, coupled with the
ease with which data can be generated and disseminated, have triggered the
explosive growth of data, leading to the current age of big data. Deriving
actionable insights from these large data sets is increasingly important in
decision making across almost all areas of society, including business and
industry; science and engineering; medicine and biotechnology; and govern-
ment and individuals. However, the amount of data (volume), its complexity
(variety), and the rate at which it is being collected and processed (velocity)
have simply become too great for humans to analyze unaided. Thus, there is
a great need for automated tools for extracting useful information from the
big data despite the challenges posed by its enormity and diversity.

Data mining blends traditional data analysis methods with sophisticated
algorithms for processing this abundance of data. In this introductory chapter,
we present an overview of data mining and outline the key topics to be covered
in this book. We start with a description of some applications that require
more advanced techniques for data analysis.

Business and Industry Point-of-sale data collection (bar code scanners,
radio frequency identification (RFID), and smart card technology) have al-
lowed retailers to collect up-to-the-minute data about customer purchases
at the checkout counters of their stores. Retailers can utilize this informa-
tion, along with other business-critical data, such as web server logs from
e-commerce websites and customer service records from call centers, to help
them better understand the needs of their customers and make more informed
business decisions.

Data mining techniques can be used to support a wide range of busi-
ness intelligence applications, such as customer profiling, targeted marketing,



22 Chapter 1 Introduction

workflow management, store layout, fraud detection, and automated buying
and selling. An example of the last application is high-speed stock trading,
where decisions on buying and selling have to be made in less than a second
using data about financial transactions. Data mining can also help retailers
answer important business questions, such as “Who are the most profitable
customers?”; “What products can be cross-sold or up-sold?”; and “What is
the revenue outlook of the company for next year?” These questions have in-
spired the development of such data mining techniques as association analysis
(Chapters 4 and 7).

As the Internet continues to revolutionize the way we interact and make
decisions in our everyday lives, we are generating massive amounts of data
about our online experiences, e.g., web browsing, messaging, and posting on
social networking websites. This has opened several opportunities for business
applications that use web data. For example, in the e-commerce sector, data
about our online viewing or shopping preferences can be used to provide per-
sonalized recommendations of products. Data mining also plays a prominent
role in supporting several other Internet-based services, such as filtering spam
messages, answering search queries, and suggesting social updates and connec-
tions. The large corpus of text, images, and videos available on the Internet
has enabled a number of advancements in data mining methods, including
deep learning, which is discussed in Chapter 6. These developments have led
to great advances in a number of applications, such as object recognition,
natural language translation, and autonomous driving.

Another domain that has undergone a rapid big data transformation is
the use of mobile sensors and devices, such as smart phones and wearable
computing devices. With better sensor technologies, it has become possible to
collect a variety of information about our physical world using low-cost sensors
embedded on everyday objects that are connected to each other, termed the
Internet of Things (IOT). This deep integration of physical sensors in digital
systems is beginning to generate large amounts of diverse and distributed data
about our environment, which can be used for designing convenient, safe, and
energy-efficient home systems, as well as for urban planning of smart cities.

Medicine, Science, and Engineering Researchers in medicine, science,
and engineering are rapidly accumulating data that is key to significant new
discoveries. For example, as an important step toward improving our under-
standing of the Earth’s climate system, NASA has deployed a series of Earth-
orbiting satellites that continuously generate global observations of the land
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surface, oceans, and atmosphere. However, because of the size and spatio-
temporal nature of the data, traditional methods are often not suitable for
analyzing these data sets. Techniques developed in data mining can aid Earth
scientists in answering questions such as the following: “What is the relation-
ship between the frequency and intensity of ecosystem disturbances such as
droughts and hurricanes to global warming?”; “How is land surface precipita-
tion and temperature affected by ocean surface temperature?”; and “How well
can we predict the beginning and end of the growing season for a region?”

As another example, researchers in molecular biology hope to use the large
amounts of genomic data to better understand the structure and function of
genes. In the past, traditional methods in molecular biology allowed scientists
to study only a few genes at a time in a given experiment. Recent break-
throughs in microarray technology have enabled scientists to compare the
behavior of thousands of genes under various situations. Such comparisons
can help determine the function of each gene, and perhaps isolate the genes
responsible for certain diseases. However, the noisy, high-dimensional nature
of data requires new data analysis methods. In addition to analyzing gene
expression data, data mining can also be used to address other important
biological challenges such as protein structure prediction, multiple sequence
alignment, the modeling of biochemical pathways, and phylogenetics.

Another example is the use of data mining techniques to analyze electronic
health record (EHR) data, which has become increasingly available. Not very
long ago, studies of patients required manually examining the physical records
of individual patients and extracting very specific pieces of information per-
tinent to the particular question being investigated. EHRs allow for a faster
and broader exploration of such data. However, there are significant challenges
since the observations on any one patient typically occur during their visits
to a doctor or hospital and only a small number of details about the health
of the patient are measured during any particular visit.

Currently, EHR analysis focuses on simple types of data, e.g., a patient’s
blood pressure or the diagnosis code of a disease. However, large amounts of
more complex types of medical data are also being collected, such as electrocar-
diograms (ECGs) and neuroimages from magnetic resonance imaging (MRI)
or functional Magnetic Resonance Imaging (fMRI). Although challenging to
analyze, this data also provides vital information about patients. Integrating
and analyzing such data, with traditional EHR and genomic data is one of the
capabilities needed to enable precision medicine, which aims to provide more
personalized patient care.
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1.1 What Is Data Mining?

Data mining is the process of automatically discovering useful information in
large data repositories. Data mining techniques are deployed to scour large
data sets in order to find novel and useful patterns that might otherwise
remain unknown. They also provide the capability to predict the outcome of
a future observation, such as the amount a customer will spend at an online
or a brick-and-mortar store.

Not all information discovery tasks are considered to be data mining.
Examples include queries, e.g., looking up individual records in a database or
finding web pages that contain a particular set of keywords. This is because
such tasks can be accomplished through simple interactions with a database
management system or an information retrieval system. These systems rely
on traditional computer science techniques, which include sophisticated index-
ing structures and query processing algorithms, for efficiently organizing and
retrieving information from large data repositories. Nonetheless, data mining
techniques have been used to enhance the performance of such systems by
improving the quality of the search results based on their relevance to the
input queries.

Data Mining and Knowledge Discovery in Databases

Data mining is an integral part of knowledge discovery in databases
(KDD), which is the overall process of converting raw data into useful infor-
mation, as shown in Figure 1.1. This process consists of a series of steps, from
data preprocessing to postprocessing of data mining results.

Input
Data

Information
Data

Preprocessing
Data

Mining Postprocessing

Filtering Patterns
Visualization
Pattern Interpretation

Feature Selection
Dimensionality Reduction
Normalization
Data Subsetting

Figure 1.1. The process of knowledge discovery in databases (KDD).
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The input data can be stored in a variety of formats (flat files, spreadsheets,
or relational tables) and may reside in a centralized data repository or be dis-
tributed across multiple sites. The purpose of preprocessing is to transform
the raw input data into an appropriate format for subsequent analysis. The
steps involved in data preprocessing include fusing data from multiple sources,
cleaning data to remove noise and duplicate observations, and selecting records
and features that are relevant to the data mining task at hand. Because of the
many ways data can be collected and stored, data preprocessing is perhaps the
most laborious and time-consuming step in the overall knowledge discovery
process.

“Closing the loop” is a phrase often used to refer to the process of integrat-
ing data mining results into decision support systems. For example, in business
applications, the insights offered by data mining results can be integrated with
campaign management tools so that effective marketing promotions can be
conducted and tested. Such integration requires a postprocessing step to
ensure that only valid and useful results are incorporated into the decision
support system. An example of postprocessing is visualization, which allows
analysts to explore the data and the data mining results from a variety of view-
points. Hypothesis testing methods can also be applied during postprocessing
to eliminate spurious data mining results. (See Chapter 10.)

1.2 Motivating Challenges

As mentioned earlier, traditional data analysis techniques have often encoun-
tered practical difficulties in meeting the challenges posed by big data appli-
cations. The following are some of the specific challenges that motivated the
development of data mining.

Scalability Because of advances in data generation and collection, data sets
with sizes of terabytes, petabytes, or even exabytes are becoming common.
If data mining algorithms are to handle these massive data sets, they must
be scalable. Many data mining algorithms employ special search strategies
to handle exponential search problems. Scalability may also require the im-
plementation of novel data structures to access individual records in an ef-
ficient manner. For instance, out-of-core algorithms may be necessary when
processing data sets that cannot fit into main memory. Scalability can also be
improved by using sampling or developing parallel and distributed algorithms.
A general overview of techniques for scaling up data mining algorithms is given
in Appendix F.
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High Dimensionality It is now common to encounter data sets with hun-
dreds or thousands of attributes instead of the handful common a few decades
ago. In bioinformatics, progress in microarray technology has produced gene
expression data involving thousands of features. Data sets with temporal
or spatial components also tend to have high dimensionality. For example,
consider a data set that contains measurements of temperature at various
locations. If the temperature measurements are taken repeatedly for an ex-
tended period, the number of dimensions (features) increases in proportion
to the number of measurements taken. Traditional data analysis techniques
that were developed for low-dimensional data often do not work well for such
high-dimensional data due to issues such as the curse of dimensionality (to
be discussed in Chapter 2). Also, for some data analysis algorithms, the
computational complexity increases rapidly as the dimensionality (the number
of features) increases.

Heterogeneous and Complex Data Traditional data analysis methods
often deal with data sets containing attributes of the same type, either contin-
uous or categorical. As the role of data mining in business, science, medicine,
and other fields has grown, so has the need for techniques that can han-
dle heterogeneous attributes. Recent years have also seen the emergence of
more complex data objects. Examples of such non-traditional types of data
include web and social media data containing text, hyperlinks, images, audio,
and videos; DNA data with sequential and three-dimensional structure; and
climate data that consists of measurements (temperature, pressure, etc.) at
various times and locations on the Earth’s surface. Techniques developed for
mining such complex objects should take into consideration relationships in
the data, such as temporal and spatial autocorrelation, graph connectivity,
and parent-child relationships between the elements in semi-structured text
and XML documents.

Data Ownership and Distribution Sometimes, the data needed for an
analysis is not stored in one location or owned by one organization. Instead,
the data is geographically distributed among resources belonging to multiple
entities. This requires the development of distributed data mining techniques.
The key challenges faced by distributed data mining algorithms include the
following: (1) how to reduce the amount of communication needed to perform
the distributed computation, (2) how to effectively consolidate the data mining
results obtained from multiple sources, and (3) how to address data security
and privacy issues.
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Non-traditional Analysis The traditional statistical approach is based on
a hypothesize-and-test paradigm. In other words, a hypothesis is proposed, an
experiment is designed to gather the data, and then the data is analyzed
with respect to the hypothesis. Unfortunately, this process is extremely labor-
intensive. Current data analysis tasks often require the generation and evalu-
ation of thousands of hypotheses, and consequently, the development of some
data mining techniques has been motivated by the desire to automate the
process of hypothesis generation and evaluation. Furthermore, the data sets
analyzed in data mining are typically not the result of a carefully designed
experiment and often represent opportunistic samples of the data, rather than
random samples.

1.3 The Origins of Data Mining

While data mining has traditionally been viewed as an intermediate process
within the KDD framework, as shown in Figure 1.1, it has emerged over the
years as an academic field within computer science, focusing on all aspects
of KDD, including data preprocessing, mining, and postprocessing. Its ori-
gin can be traced back to the late 1980s, following a series of workshops
organized on the topic of knowledge discovery in databases. The workshops
brought together researchers from different disciplines to discuss the challenges
and opportunities in applying computational techniques to extract actionable
knowledge from large databases. The workshops quickly grew into hugely
popular conferences that were attended by researchers and practitioners from
both the academia and industry. The success of these conferences, along with
the interest shown by businesses and industry in recruiting new hires with a
data mining background, have fueled the tremendous growth of this field.

The field was initially built upon the methodology and algorithms that
researchers had previously used. In particular, data mining researchers draw
upon ideas, such as (1) sampling, estimation, and hypothesis testing from
statistics and (2) search algorithms, modeling techniques, and learning the-
ories from artificial intelligence, pattern recognition, and machine learning.
Data mining has also been quick to adopt ideas from other areas, including
optimization, evolutionary computing, information theory, signal processing,
visualization, and information retrieval, and extending them to solve the chal-
lenges of mining big data.

A number of other areas also play key supporting roles. In particular,
database systems are needed to provide support for efficient storage, indexing,
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Figure 1.2. Data mining as a confluence of many disciplines.

and query processing. Techniques from high performance (parallel) comput-
ing are often important in addressing the massive size of some data sets.
Distributed techniques can also help address the issue of size and are essential
when the data cannot be gathered in one location. Figure 1.2 shows the
relationship of data mining to other areas.

Data Science and Data-Driven Discovery

Data science is an interdisciplinary field that studies and applies tools and
techniques for deriving useful insights from data. Although data science is
regarded as an emerging field with a distinct identity of its own, the tools
and techniques often come from many different areas of data analysis, such
as data mining, statistics, AI, machine learning, pattern recognition, database
technology, and distributed and parallel computing. (See Figure 1.2.)

The emergence of data science as a new field is a recognition that, often,
none of the existing areas of data analysis provides a complete set of tools for
the data analysis tasks that are often encountered in emerging applications.
Instead, a broad range of computational, mathematical, and statistical skills is
often required. To illustrate the challenges that arise in analyzing such data,
consider the following example. Social media and the Web present new op-
portunities for social scientists to observe and quantitatively measure human
behavior on a large scale. To conduct such a study, social scientists work with
analysts who possess skills in areas such as web mining, natural language
processing (NLP), network analysis, data mining, and statistics. Compared to
more traditional research in social science, which is often based on surveys,
this analysis requires a broader range of skills and tools, and involves far larger
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amounts of data. Thus, data science is, by necessity, a highly interdisciplinary
field that builds on the continuing work of many fields.

The data-driven approach of data science emphasizes the direct discovery
of patterns and relationships from data, especially in large quantities of data,
often without the need for extensive domain knowledge. A notable example
of the success of this approach is represented by advances in neural networks,
i.e., deep learning, which have been particularly successful in areas which
have long proved challenging, e.g., recognizing objects in photos or videos and
words in speech, as well as in other application areas. However, note that this
is just one example of the success of data-driven approaches, and dramatic
improvements have also occurred in many other areas of data analysis. Many
of these developments are topics described later in this book.

Some cautions on potential limitations of a purely data-driven approach
are given in the Bibliographic Notes.

1.4 Data Mining Tasks

Data mining tasks are generally divided into two major categories:

Predictive tasks The objective of these tasks is to predict the value of a par-
ticular attribute based on the values of other attributes. The attribute to
be predicted is commonly known as the target or dependent variable,
while the attributes used for making the prediction are known as the
explanatory or independent variables.

Descriptive tasks Here, the objective is to derive patterns (correlations,
trends, clusters, trajectories, and anomalies) that summarize the un-
derlying relationships in data. Descriptive data mining tasks are often
exploratory in nature and frequently require postprocessing techniques
to validate and explain the results.

Figure 1.3 illustrates four of the core data mining tasks that are described
in the remainder of this book.

Predictive modeling refers to the task of building a model for the target
variable as a function of the explanatory variables. There are two types of
predictive modeling tasks: classification, which is used for discrete target
variables, and regression, which is used for continuous target variables. For
example, predicting whether a web user will make a purchase at an online
bookstore is a classification task because the target variable is binary-valued.
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Figure 1.3. Four of the core data mining tasks.

On the other hand, forecasting the future price of a stock is a regression task
because price is a continuous-valued attribute. The goal of both tasks is to
learn a model that minimizes the error between the predicted and true values
of the target variable. Predictive modeling can be used to identify customers
who will respond to a marketing campaign, predict disturbances in the Earth’s
ecosystem, or judge whether a patient has a particular disease based on the
results of medical tests.

Example 1.1 (Predicting the Type of a Flower). Consider the task of
predicting a species of flower based on the characteristics of the flower. In
particular, consider classifying an Iris flower as one of the following three Iris
species: Setosa, Versicolour, or Virginica. To perform this task, we need a data
set containing the characteristics of various flowers of these three species. A
data set with this type of information is the well-known Iris data set from the
UCI Machine Learning Repository at http://www.ics.uci.edu/∼mlearn. In
addition to the species of a flower, this data set contains four other attributes:
sepal width, sepal length, petal length, and petal width. Figure 1.4 shows a
plot of petal width versus petal length for the 150 flowers in the Iris data
set. Petal width is broken into the categories low, medium, and high, which
correspond to the intervals [0, 0.75), [0.75, 1.75), [1.75, ∞), respectively. Also,


